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Abstract— Several financial indicators or attributes are used 
to evaluate the performance of stocks when constructing and 
managing a portfolio. It is advantageous to utilize multiple 
algorithms for analyzing and combining these financial indicators, 
instead of using and optimizing a single algorithm. In this paper, 
we use the recently developed Combinatorial Fusion Analysis 
(CFA) to improve portfolio performance at both the attribute level 
and at the algorithm level. The first phase employs the following 
algorithms for attribute selection and combination: multiple 
regression, random forest, support vector machines, and neural 
networks, and combinatorial fusion according to either diversity 
strength or performance strength. The second phase involves 
combining the outputs from these multiple algorithms, using both 
score and rank combination. Our results suggest that different 
systems may be preferable for different portfolio sizes. Our results 
also directly demonstrate that combinatorial fusion can improve 
portfolio performance. 

Keywords—information fusion, portfolio management 

I. INTRODUCTION  
Investors typically combine diverse assets when building a 

portfolio to minimize the unsystematic risk, such as can occur in 
a specific industry or company [22]. Since there are more 
underlying uncertainties in the financial market, assets for a 
portfolio can be selected by using various attributes and 
measurements based on historical stock data. The Sharpe ratio, 
developed by William F. Sharpe, is the industry standard for 
measuring risk-adjusted return and determining the expected 
reward for investing in a risky asset versus a risk-free asset [13]. 
The following financial indicators have been considered widely 
in academic and professional communities [1]: Sharpe ratio 
[13], Price to earnings ratio (P/E) [2], Earnings per share (EPS) 
[5], Net profit margin (NM) [3], Cash flow per share (CFS) [20], 
Price to book ratio (P/B ratio) [20], Net income to common 
margin [20], Price to earnings ratio to growth ratio (PEG ratio) 
[23], Dividend payout ratio (DPR) [7], Dividend yield [20], 
Return on common equity (RETURN.COM.EQY) [20], Beta 
(EQY BETA) [6], Standard deviation [6], Earnings before 
interest, taxes, depreciation, and amortization (EBITDA) [20], 
Return on equity (ROE) [16, 20], Sustainable growth rate (SGR) 
[12], and Free cash flow (FCF) [18]. 

There are pros and cons for each of the listed attributes. Not 
surprisingly, none of them work well under all different markets 
and economic conditions. If the market uncertainty could be 
modeled by the bell-shaped normal distribution, then the mean-
variance models, such as the Capital Asset Pricing Model 
(CAPM) and the Arbitrage Pricing Theory (APT) can produce 
optimal portfolios [25]. The inability to determine what the 
distribution characteristics based on limited historical data are 
subject to several types of errors, including probability and 
measurement. This situation becomes more complicated as the 
number of model choices is increased. 

In this paper, we abandon the single algorithm (model) 
optimization method and view portfolio management as a 
problem in attribute selection and combination by multiple 
algorithms. Given the number of financial attributes available 
for stock performance analysis, we use different algorithms to 
find attributes that are most significant for stock selection. In this 
study, attribute selection and combination is performed using the 
following six algorithms: (A) multiple regression, (B) random 
forest, (C) support vector machines, (D) neural networks, along 
with (E1) diversity or (E2) performance strength. Five of these 
algorithms are then combined (A, B, C, D, and E1; and A, B, C, 
D, and E2) using combinatorial fusion techniques, where 25-1-5 
= 26 rank combinations and 26 score combinations are 
performed. Our method is quite different from other 
combination methods (e.g.: [8]) in many aspects. For example, 
we use a rank-score characteristic (RSC) function to measure the 
diversity between two attributes or algorithms. In addition, we 
consider all the 2n-1-n cases of possible combinations, where n 
is the number of attributes or algorithms. The Sharpe ratio is 
used as the metric for performance evaluation in this paper. 

In the remainder of this paper, we describe the attributes and 
stock dataset in Section II, Combinatorial Fusion Analysis in 
Section III, attribute combinations in Section IV, combination 
of multiple algorithms based on performance strength or 
diversity strength in Section V, and conclusion and final remarks 
in Section VI. 
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II. FINANCIAL INDICATORS AND STOCK DATASET 

A. Financial indicators as attributes 
Let A = {a1, a2, ... , a13} be a list of attributes where each ai 

corresponds to a financial indicator (see Table I). Here we use 
Sharpe Ratio as the performance measure of individual stocks 
and the overall portfolio. For each di in D, the set of stocks being 
evaluated, there is a numerical value given by each attribute ai 
in A. The attribute values are pre-processed according to the 
following:  

(i) Min-max normalization of x in {𝐴𝐴𝑖𝑖�𝑑𝑑𝑗𝑗�: 𝑗𝑗 = 1, 2, … ,𝑛𝑛} to x’, 
where 0 ≤ x’ ≤ 1, using the transformation 

  𝑥𝑥′ =  
𝑥𝑥−min {𝐴𝐴𝑖𝑖�𝑑𝑑𝑗𝑗�: 𝑑𝑑𝑗𝑗 in D}

max{𝐴𝐴𝑖𝑖�𝑑𝑑𝑗𝑗�: 𝑑𝑑𝑗𝑗 in D}
 

(ii) The evaluation assumes the higher the score, the more 
desirable the variable. Accordingly, the order of scores where a 
lower value is more desirable, is simply reversed. 

TABLE I.  FINANCIAL INDICATORS AS ATTRIBUTES 

 A (a1, a2, …, a13) 
a1 P/E ratio 
a2 Earnings per share (EPS) 
a3 5yr. average net margin 
a4 Cash flow per share 
a5 Price-To-Book Ratio 
a6 Net income margin 
a7 Dividend yield 
a8 Return on common stockholder’s equity 
a9 Equity beta 
a10 Earnings before interest, tax, depreciation and amortization 

(EBITDA) 
a11 Return on Equity (ROE) 
a12 Sustainable growth rate 
a13 Free Cash Flow (FCF) 
 Performance measure: 

Sharpe ratio 
 

B. Stock dataset 
We obtained the dataset from a Bloomberg Terminal which 

includes financial indicators and the closing prices of 525 stocks 
from the time period 06/20/2006 to 06/20/2016. Any stocks with 
missing data, such as values for closing price or financial 
indicators across the 10 years or indicator values, were removed. 
After this process, we were left with 257 stocks. In order to 
match up the federal reserve rates with the closing price on the 
same date, any records with missing federal reserve rates were 
filled with the closest rates (20 records). 

More specifically, let rt be the return and yt be the federal 
funds interest rate for days t = 1, ..., T . Sharpe Ratios of these 
257 stocks are calculated based on the following steps: 

 

Let D = {d1, d2, …, dn}, where n = 257, be the final dataset 
consisting of 257 stocks. The 13 financial indicators are 
represented as attributes in A = {a1, a2, …, am}, where m = 13. 
The 257 stocks are grouped into 12 different sectors according 
to the Bloomberg database system, with four not being defined 
(Table II). 

TABLE II.  SECTOR CLASSIFICATION OF STOCKS 

Sector Types # of Stocks 
Basic Industries 21 
Capital Goods 32 

Consumer Durables 8 
Consumer Non-Durables 27 

Consumer Services 42 
Energy 8 

Finance 16 
Health Care 38 

Miscellaneous 11 
Public Utilities 10 

Technology 31 
Transportation  9 

Not Defined 4 
 

The plot of the 257 stocks on their 10-year average annual 
Sharpe ratios is shown in Figure 1. This figure shows a variation 
among this portfolio of 12 industry sections. 

Fig. 1. Plot of Shape ratios for the 257 stocks {d1, d2, …, d257} 

 

III. COMBINATORIAL FUSION ANALYSIS 
A dataset may be analyzed using various descriptive 

methods, such as regression and forecasting or predictive 
algorithms, such as classification, neural network, and support 
vector machine (SVM). Each of which is expected to yield 
varied results and performance under different market 
situations. Combination or ensemble methods have been 
developed with the goal of improving overall performance by 
combining the results of several methods (e.g.: [25]). The issues 
related to combination methods involve “when” and “how” to 
combine these methods or algorithms. Our framework uses the 
recently developed Combinatorial Fusion Analysis (CFA), 
which entails the combination of multiple scoring systems [9, 
10, 11]. Each scoring system can exist at either of the two 
different contexts (levels): as an indicator / attribute or as an 
algorithm / method. A distinctive advantage of CFA over other 
combination methods is the rank-score characteristic (RSC) 
function and its corresponding notion of “cognitive diversity” 
between two attributes or algorithms [9, 10]. 
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A. Multiple scoring systems 
A scoring system A, on a set of stocks D = {d1, d2, …, dn}, 

consists of a score function sA(di), which maps di to a set of real 
numbers in R. There is a corresponding rank function, rA(di), 
which is generated by assigning ranks to the stocks by sorting 
their score values in descending order. The Rank-Score 
Characteristic (RSC) function fA(i), is a mapping from a rank to 
its corresponding score value, and is defined as the composite 
function of the score function sA and the inverse rank function 
𝑟𝑟𝐴𝐴−1 [9, 10]: 

𝑓𝑓𝐴𝐴(𝑖𝑖) = 𝑠𝑠𝐴𝐴  �𝑟𝑟𝐴𝐴
−1(𝑖𝑖)� = (𝑠𝑠𝐴𝐴 ∙ 𝑟𝑟𝐴𝐴−1)(𝑖𝑖),  

where i is in N={1,2,…,n} and fA(i) is in R = the set of real 
numbers. 

B. RSC graph and cognitive diversity 
A combination of two systems A and B is considered 

positive if the performance of the combined system exceeds or 
equals the best of the individual systems. It has been proposed 
and demonstrated that the variation between the rank-score 
functions of two systems, fA and fB, can be used as a predictor of 
a positive combination of systems A and B in several application 
domains [4, 9, 11, 14, 15, 17, 19, 20, 24]. Figure 2 shows an 
example of the RSC graph for each of the 13 RSC functions 𝑓𝑓𝑎𝑎𝑖𝑖 , 
where i=1, 2, …, 13 at attribute level, where the x-coordinate 
represents the rank, the y-coordinate represents the score, and 
each curve represents the RSC function of the 13 systems 
(attributes) used in this study. 

Fig. 2. RSC graph of 13 attributes a1 to a13 

 
 

In statistics, diversity between two scoring systems A and B can 
be defined as the correlation between score functions sA and sB 
(e.g. Pearson’s z correlation) or the correlation between rank 
functions rA and rB (e.g. Kendall’s τ or Spearman’s ρ). In this 
paper, the diversity between two scoring systems A and B is 
defined as the Euclidean distance between two RSC functions, 
𝑓𝑓𝐴𝐴𝑖𝑖  and 𝑓𝑓𝐴𝐴𝑗𝑗 , as follows: 

𝑑𝑑�𝐴𝐴𝑖𝑖 ,𝐴𝐴𝑗𝑗� = ��(𝑓𝑓𝐴𝐴𝑖𝑖(𝑘𝑘) − 𝑓𝑓𝐴𝐴𝑗𝑗(𝑘𝑘))2
257

𝑘𝑘=1

 

C. Diversity strength and performance strength 
For each individual scoring system, we would like to know 

how it contributes to the overall diversity between the system 
and all of the other systems. In this case, we define diversity 
strength of the system Ai to be the average diversity between Ai 
and the 12 other systems as follows: 

𝑑𝑑𝑑𝑑(𝐴𝐴𝑖𝑖) = (�𝑑𝑑(𝐴𝐴𝑖𝑖 ,𝐴𝐴𝑗𝑗)2
𝑗𝑗≠𝑖𝑖

) 12, 𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑖𝑖, 𝑗𝑗 ∈ [1,13] 𝑎𝑎𝑎𝑎𝑎𝑎 𝑖𝑖 ≠ 𝑗𝑗.�  

 

Table III(A) gives a ranking of the 13 attributes according to 
their diversity strength. 

TABLE III.  DIVERSITY STRENGTH AND PERFORMANCE STRENGTH FOR 
THE 13 ATTRIBUTES 

3(A) DIVERSITY STRENGTH RANKING       3(B) PERFORMANCE STRENGTH RANKING 

 
In this paper, the performance of a system (attribute) ai is 

determined by its relation to the Sharpe ratio. As such, the 
performance strength of the system (attribute) ai is defined to be 
the Spearman’s rho rank distance between the rank function of 
ai, rai , and the rank function of the Sharpe ratio (SR), rSR. 
Therefore, the greater performance strength represents the more 
significant attribute. Table III(B) gives a ranking of the 13 
attributes according to their performance strength. 

IV. COMBINING MULTIPLE ATTRIBUTES 
In order to select the attributes that contribute the most to 

forecasting stock performance, we employ the following 
algorithms for attribute selection: multiple regression 
(mechanical variable screening), random forest, support vector 
machines, neural networks, and diversity strength or 
performance strength. Each algorithm ranks the attributes based 
on their significance. We then pick the top 6 attributes for 
combination by each of these algorithms. 

For each of the six algorithms, a combination of the six 
selected attributes is constructed using that algorithm. The new 
six scoring systems: A, B, C, D, E1, and E2 are obtained using 
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average score combination, where the six algorithms are: 
multiple regression (A), random forest (B), support vector 
machine (C), neural network (D), diversity strength (E1), and 
performance strength (E2). The six scoring systems are shown in 
Table IV. 

TABLE IV.  TABLE OF THE SIX SCORING SYSTEMS 

The diversity strength, as defined previously, is computed for 
each scoring system, according to the RSC functions resulting 
from score combination and rank combination, shown in Tables 
V(A) and V(B), respectively. 

TABLE V. DIVERSITY STRENGTH FOR RSC FUNCTIONS 
(A)SCORE COMBINATION (B) RANK COMBINATION 

V. COMBINING MULTIPLE ALGORITHMS 
Let A, B, C, D, E1 and E2 be the six scoring systems 

(algorithms) obtained in Section IV. In this section, we 
investigate combinatorial fusion within two different groups of 
five algorithms, each consisting of A, B, C, D, and either E1 or 
E2. Performance of each algorithm A as a scoring systems on the 
set of stocks in in D = {d1, d2, ..., dn} is evaluated by the 
Spearman’s rho rank correlation between rank function 𝑟𝑟𝐴𝐴𝑖𝑖  and 
rSR. Moreover, we examine the performance at different 
portfolio sizes. In each combination, the average score 
combination and average rank combination of n number, n = 2, 
3, 4, or 5 of these 5 algorithms is used.   

A. Results 
The performance for the score and rank combination of the 

scoring systems A, B, C, D, E1 is shown in Table VI. At each 
portfolio size, the top-performing method of combination is 
shown. According to this analysis, smaller portfolio sizes result 
in better performance, since they include the top stocks 
identified by a method. As the portfolio size increases, the 
overall performance decreases; however, further analysis would 
need to be conducted to test if larger portfolios are more stable, 
or less risky, over time. The graph for portfolio size of 5 stocks 
is illustrated in more detail in Figure 3. Similarly, the results for 
the five algorithms A, B, C, D, E2 are shown in Table VII and 
Figure 4. 

B. Discussion 
Based on the results from Tables VI and VII as well as 

Figures 3 and 4, the combination case including performance 
strength E2 generally outperforms the case using the diversity 
strength E1. More specifically, E2 can add power for portfolios 
sizes of 5, 10, 20, 30 and 40 for rank combination (see right 
column of Tables VI and VII) and for portfolio sizes of 10, 20, 
30 and 40 for score combination (see left column of Tables VI 
and VII). 

We further observe from Figures 3 and 4 (portfolio size of 5 
stocks) that combination of all five algorithms do not produce 
the best result. This phenomena exists also for portfolios sizes 
of 10, 20, 30, and 40 (see Table VI and VII). In fact, the best 
performance happens for portfolio sizes of 5 when combining A 
and E2 for both score and rank combinations, while it happens 
when combining B, C, E1 and B, C, D for score combination and 
rank combination respectively. 

TABLE VI.  PERFORMANCE OF THE BEST COMBINATION FOR 5 SCORING 
SYSTEMS: A, B, C, D, AND E1 AT EACH PORTFOLIO SIZE 

Score combination of 5 
systems 

Rank combination of 5 
systems 

Portfolio 
size 

Best 
method Performance Best 

method Performance 

5 BCE1 0.9361496 BCD 0.8817705 
10 CD 0.6669999 C 0.650772 
20 ACD 0.5060687 ABD 0.4573593 
30 ACD 0.4106033 AC 0.4071315 
40 AC 0.3851184 C 0.3847278 

Fig.3. Portfolio of size 5 in terms of average return for score and rank 
combinations of all 31 possible combinations of scoring systems: A, B, C, D, E1 
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TABLE VII.  PERFORMANCE OF THE BEST COMBINATION FOR 5 SCORING 
SYSTEMS: A, B, C, D, AND E2 AT EACH PORTFOLIO SIZE 

Score combination of 5 
systems 

Rank combination of 5 
systems 

Portfolio 
size 

Best 
method Performance Best 

method Performance 

5 AE2 0.9050895 AE2 0.9050895 
10 DE2 0.6910167 BCDE2 0.6910167 
20 E2 0.5975445 E2 0.5975445 
30 E2 0.5438441 E2 0.5438441 
40 E2 0.4948047 E2 0.4948047 

Fig.4. Portfolio of size 5 in terms of average return for score and rank 
combinations of all 31 possible combinations of scoring systems: A, B, C, D, E2 

VI. CONCLUSION AND FINAL REMARKS

Instead of treating market uncertainty as modelled by the 
mean variance bell-shaped normal distribution, we view 
portfolio management as a problem in attribute selection and 
combination by multiple algorithms. A recently developed 
combinatorial fusion analysis is used not only to select attributes 
for each algorithm but also to combine multiple algorithms. Our 
framework demonstrates that different algorithms may be 
preferred for different portfolio size and that combination of 
algorithms can indeed improve portfolio performance. In 
addition, it is also demonstrated that the algorithm using 
performance strength (E2) to perform weighted rank 
combination plays an important role in improving portfolio 
performance at all sizes from 5, 10, 20, 30 to 40. 

Our study provides a novel approach to portfolio 
management. We call special attention to the use of rank-score 
characteristic (RSC) functions fA and fB to measure the diversity 
(called cognitive diversity in Section III(B)) between two 
scoring systems (attributes in this paper) A and B [9, 10]. As 
noted before, since the RSC function fA is defined from a rank in 
N to a score in R, the notion of a cognitive diversity between 
scoring systems A and B is independent from each of the data 
items di in D (Section III). As such, cognitive diversity and 
diversity strength are useful in big data analytics to measure the 
diversity between attributes or algorithms [11, 15, 17, 24, 26]. 

Our study suggests the following items for further 
investigation:  

(1) Selection of attributes: In this paper, we select the top 6 
attributes for each algorithm to perform combination. In general, 
each algorithm could select a different number of attributes 
using a distinctive threshold appropriate for that specific 
algorithm.  

(2) Cognitive Diversity between two algorithms: In this 
paper, we use cognitive diversity to compute diversity strength. 
In the future, we will plot the RSC graphs for scoring systems 
A, B, C, D, and E1 or E2, respectively. We will test to see if the 
conventional wisdom will still hold.  Specifically, we will test 
whether the combination of two (or more) systems can be better 
than each individual system only if they are relatively good and 
diverse.  

(3) Criteria for positive combinations: a positive 
combination typically requires both good performance and good 
diversity. But are the criteria for performance and diversity 
related to each other, and, if so, how?  

(4) Performance evaluation: In this paper, we use the 
Spearman’s rank distance between the outcome of the algorithm 
and the Sharpe ratio to measure the performance of the 
algorithm. We will explore other means of performance 
evaluation using real performance of the portfolio on Dow Jones 
or Standard and Poor across a temporal span, e.g., 3 months, 6 
months, or 1 year. 

(5) As a simulation and performance test, we will construct 
stock portfolios based on the system combinations. We will then 
test the performance of these portfolios in the market for a 
different time frame.  
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